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Abstract: In some enzymatic systems large conformational changes are coupled to the chemical step, in
such a way that dispersion of rate constants can be observed in single-molecule experiments, each
corresponding to the reaction from a different reactant valley. Under this perspective here we present a
computational study of pyruvate to lactate transformation catalyzed by lactate dehydrogenase. The reaction
consists of a hydride transfer and a proton transfer that seem to take place concertedly. The degree of
asynchronicity and the energy barrier depend on the particular starting reactant valley. In order to estimate
rate constants we used a free energy perturbation technique adapted to follow the intrinsic reaction
coordinate for several possible reaction paths. Tunneling effects are also obtained with a slightly modified
version of the ensemble-averaged variational transition state theory with multidimensional tunneling
contributions. According to our results the closure of the active site by means of a flexible loop can lead to
the formation of different reactant complexes displaying different features in the disposition of some key
residues (such as Arg109), interactions with the substrate and number of water molecules in the active
site. The chemical step of the reaction takes place with a different reaction rate from each of these
complexes. Finally, primary kinetic isotope effects for replacement of the transferring hydrogen of the cofactor
with a deuteride are in good agreement with experimental observations, thus validating our methodology.

Introduction

Enzymes are essential for living organisms, making chemical
reactions to occur in a time scale compatible with life.1 The
ability of these proteins to speed up chemical processes lowering
the activation free energy has been the subject of an increasing
number of theoretical approaches during the last few years.2-15

While the different computational strategies have been success-

ful in reproducing some experimental values, the deep under-
standing of the molecular machinery involved in enzymatic
reactions still requires the solution of many conceptual and
practical challenges.

Theoretical studies of proteins involve the exploration of
highly dimensional potential energy surfaces on which a
hierarchical structure of valleys can be described.16 As it has
been shown in the case of myoglobin,16 different protein
substates or valleys may perform the same function but with
different rates. In the case of enzymes this means that different
reactant valleys (enzyme-substrate complexes displaying im-
portant conformational differences) may contribute to the total
reaction flux with different reaction constants.17-19 A reactant
valley contains an ensemble of nuclear configurations that can
be explored by means of a long-time molecular dynamics
trajectory. The landscape within each valley is extremely rugged,
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with a huge number of stationary points. The interconversions
among all the low-energy configurations within the same valley
usually consist of relatively easy local conformational changes
and are quite fast at physiological temperatures. In these
conditions, a local equilibrium assumption within a given
reactant valley can be adopted. Sometimes, a rare event occurs,
and the reactive system evolves toward high-energy regions of
the same valley in such a way that the dividing hypersurface
(transition state) between the reactant region and the product
region is eventually reached and the system may cross to its
corresponding product valley. Starting from initial configurations
obtained by equilibrium molecular dynamics simulations, it is
possible to generate multiple minimum-energy paths. Each of
them joins a different potential energy minimum inside the
reactant valley with a potential energy minimum in the
associated product valley, passing through the corresponding
transition state structure. This way, a range of different potential
energy barriers and free energy barriers can be found.19-22 From
the existence of local equilibrium inside the reactant valley, it
is possible to get an ensemble average over paths, thus leading
to a single, free energy barrier which determines the catalytic
rate constant within the framework of the canonical variational
transition state theory (CVT). The existence of different paths
and their averaging in enzyme reactions have been addressed
in the previous works of Truhlar and co-workers.23,24

In addition to local changes, more global conformational
changes also exist in proteins in such a way that the intercon-
version rates among the corresponding conformational substates
(reactant valleys) can be much slower than the catalytic rate
constants. All the nuclear configurations (and therefore, the
stationary points) of a given reactant valley share a distinct
global conformational feature which is a fingerprint of the
ensemble of structures of the valley. In these conditions even
very lengthy normal molecular dynamics simulations initiated
at the bottom of a given reactant valley are, in practice, unable
to jump to another valley because the free energy barrier for
the conformational change is too high. As a result, the ergodicity
condition does not hold in practice over the complete ensemble
of configurations of the potential energy hypersurface corre-
sponding to the whole reactive system. In other words, while a
local equilibrium exists inside each reactant valley, a global
equilibrium including all the reactant valleys is very unlikely
when the catalytic rates are much greater than the interconver-
sion rates among the different reactant valleys. In this case, the
population of each valley is not under thermodynamic control,
but under kinetic control. The existence of these relatively stable
reactant valleys (or long-lived conformational substates) in
comparison with the time scale of the enzymatic reactions is
the required molecular basis to understand the dynamic disorder
observed in single-molecule studies of some enzyme mech-
anisms.17,18,25-28 At single-molecule level, an enzymatic reaction
is a stochastic event, and a single-molecule experiment measures

the waiting times for the completion of the enzymatic reaction.
Multiexponentiality in the probability density of these waiting
times is a manifestation of dynamic disorder, that is, fluctuations
with time of the catalytic rate constant of a single enzyme mol-
ecule, caused by slow transitions among different conformational
substates (reactant valleys) of the enzyme having different
characteristic values of the rate constant. These fluctuations can
occur on a time scale comparable to or longer than that of the
enzymatic reaction. The slow interconversion among conformers
results in the memory effect associated with the correlations
between successive enzymatic turnover times. The overall rate
of product formation is no longer governed by a single rate
constant, but effectively by a distribution of rate constants.
Consequently, catalysis essentially occurs through independent,
different catalytic pathways. In other words, each reactant valley
will act as an independent enzyme with a different rate constant.
Experiments onâ-galactosidase enzyme have shown that rate
constants for single molecules can span over a broad range of
time scales, from 10 to 10-3 s.29 If, conversely, just a reactant
valley exists (or in the case of fast interconversion among the
valleys), there is not dynamic disorder, and a monoexponential
decay is found in the waiting times distribution, indicating that
a single rate constant can describe the process. One of the
enzymes whose single-molecule studies indicate the existence
of dynamic disorder (and, as a consequence, long-lived reactant
valleys or conformational substates) is lactate dehydrogenase
(LDH). Single-molecule experiments carried out by Xue and
Yeung found differences in reactivities among LDH-1 molecules
(one of the five human isozymes present in the heart tissue) as
large as a factor of 4. They suggest that the origin of these
differences may lie in the presence of several stable conforma-
tional arrangements of the enzyme.30,31

LDHs simultaneously and stereoespecifically interconvert
pyruvate toL-lactate and the nicotinamide adenine dinucleotide
cofactor from the NADH form to NAD+.32-35 In these enzymes
binding of cofactor is followed by the substrate in an ordered
process that includes the enclosure of the active site by a mobile
loop of the protein. This last step is the rate-limiting one in the
wild-type enzyme.36 In this movement of the active-site loop
several key residues are brought to close contact with the
substrate, including an invariant arginine that is believed to
stabilize the transition state (TS) structure. The chemical step
of the enzymatic process involves the transfer of a proton from
a protonated histidine present in the active site to the carbonyl
oxygen atom of pyruvate as well as a hydride transfer from the
dihydronicotinamide ring of the cofactor to the carbonyl carbon
atom of the substrate (see Scheme 1).37
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One of the most studied LDH enzymes is BsLDH (the lactate
dehydrogenase ofBacillus stearothermophilus). The catalytic
rate constant of this enzyme at 25°C is 250 s-1, and it is
assigned to the active-site loop (residues 99-110) closure. In
this movement the invariant arginine, Arg109, moves 8 Å from
a position in the solvent to one in the active site.32 A
combination of site-directed mutagenesis and kinetic isotope
effects (KIEs) allows to conclude that the rate constant of the
chemical step should be at least 750 s-1 at 25°C,32 which means
that the phenomenological activation free energy should be
lower than 13.5 kcal‚mol-1. Primary KIEs were measured by
replacing the transferring hydride of the cofactor NADH with
a deuteride on the Arg109Gln mutant enzyme, resulting in a
3-fold decrease of the rate constant at 25°C.32,36Schowen and
co-workers determined an intrinsic primary KIE of 5.5 at 55
°C for the wild-type BsLDH.38 Primary KIEs of 3-6 are typical
for dehydrogenases.32 In particular, an experimental value of
2.70 was determined for mutant LDH in which Arg109 was
replaced by lysine.

Theoretical calculations have revealed the difficulties associ-
ated with the study of this enzyme, in particular for determining
the relative timing of the hydride and the proton transfers.
Ranganathan and Gready, using hybrid quantum mechanics/
molecular mechanics (QM/MM) methods, found a mechanism
in which the hydride transfer preceded the proton transfer in a
stepwise manner,39 in agreement with an earlier empirical
valence bond study and with QM/MM results of an analogous
malate dehydrogenase.11,40-42 One of us found a family of TS
structures, obtained from different starting configurations,
corresponding to a concerted mechanism where the proton
transfer was considerably more advanced than the hydride
transfer.43 The analysis of these TS structures revealed differ-
ences in the interactions established between the substrate and
the invariant Arg109. In particular it was found that the TS-
stabilizing role of this residue could also be alternatively played
by Asn140.43 It was also described that flexible QM/MM
modeling, allowing the enzymatic environment to change while
the system advances along the reaction coordinate, could
embrace the alternative mechanisms previously described.44

While all these QM/MM calculations were made using a
semiempirical AM1 Hamiltonian, we recently tackled the
problem of improving the quality of the potential energy surface
including corrections to the quantum description.45 When these
corrections were included, together with a systematic assignment
of the protonation state of the different residues according to

electrostatic calculations, a concerted mechanism was obtained
where the hydride transfer was more advanced than the proton
transfer.45,46 Anyway, different degrees of asynchronicity be-
tween the hydride and the proton transfers could be plausible.
In a recent transition path sampling study on the human heart
isozyme, h-H4LDH, several reaction trajectories were described
that differ in the time lag between the hydride and the proton
transfers.47

In this paper we present a theoretical study on the pyruvate-
to-lactate transformation catalyzed by BsLDH. We specifically
address the problem of the proper sampling of the relevant
reactant valleys of the system, taking into account that the global
process involves not only two chemical events (the proton and
the hydride transfers) but also conformational changes of the
enzyme that can determine the differences in the reactivities of
different single molecules. In our work, we have developed a
new strategy to access to a number of reaction valleys by
performing a sampling in the high-energy region of the transition
states, where the transition among them is easier. From there,
the low-energy regions of the reactant valleys are reached going
down. We have identified the main features of the reaction
valleys, and we have shown that the differences among them
can be related to the disposition of the flexible loop closing the
active site (a slow conformational change that is the rate-limiting
step in the wild-type enzyme). In addition, we have calculated
the rate constants associated with each reactant valley through
an adaptation of the ensemble averaged-variational transition
state theory with multidimensional tunneling (EA-VTST/MT)
contributions.23,24,48Our theoretical results agree with the single
molecular studies that indicate dynamic disorder due to the
existence of distinct, well-characterized conformational sub-
states.

2. Computational Details

2.1. Model of the Enzyme-Substrate-Coenzyme Complex.The
X-ray structure of BsLDH comes from the PDB code 1LDN49 which
is an octamer, although in this work only the tetramer is used; X-ray
studies have proposed that the tetramer is the functional form of
BsLDH.49 In each monomer the crystal structure contains a total of
316 amino acid residues, the cofactor NADH, and the inhibitor oxamate
(OXM), which is replaced by pyruvate in our study.

The coordinates of the hydrogen atoms of the protein and the
coenzyme were determined using the HBUILD facility of the CHARMM
package.50 The pKa of titratable aminoacid groups within the protein
were calculated using the cluster method by Gilson and co-workers51,52

as implemented by Field and co-workers.53 According to this method,
each titratable residue in the protein is perturbed by the electrostatic
effect of the protein environment. As demonstrated in our previous
study on LDH,45 an inaccurate protonation state of only a few residues
of the protein can render erroneous potential energy surfaces (PESs).
The most significant change with respect to the use of aqueous solution
pKa values is the fact that Glu199 is found in its protonated form at
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pH ) 7. Glu199 is close to Asp168, a residue that interacts directly
with His195 and is responsible for maintaining its protonated state in
preparation for substrate binding and turnover.45

Once all hydrogen atoms were properly added to the heavy atoms
of the X-ray PDB structure, the system was partitioned into a QM region
consisting of 78 atoms and a MM region containing the rest of the
system. The QM subsystem includes the 9 atoms of the pyruvate, 13
atoms of the His195 residue (including the CR as a boundary atom),
30 atoms of the NADH (which include the dihydronicotinamide and
ribose rings and the C5′ ribose atom as a boundary atom), and 13 atoms
from each of the two arginines-Arg109 and Arg171- present in the
active site (including the Cγ as boundary atoms). In the preliminary
calculations used to build the model of the enzymatic system, the QM
subsystem was described with the use of the AM1 Hamiltonian.54 The
MM region is represented by the CHARMM27 all-atom force field55

to represent the MM atoms of the protein, and the three-point-charge
TIP3P model56 is used for water. The boundary atoms are represented
by the generalized hybrid orbital (GHO) method.57 A picture of the
active site showing the partition into QM and MM subsystems is
presented in Figure 1. We followed a protocol that has been described
in a previous paper to solvate the active site and relax the energetically
unfavorable contacts.45 The QM/MM van der Waals interactions were
recalibrated. The CHARMM27 van der Waals parameters are expected
to work between MM atoms belonging to this force field, but they
may not describe correctly a QM(AM1)-MM interaction. The new
parameters were obtained following the procedure described by
Freindorf and Gao58 and applied recently by our group.45

2.2. Potential Energy Surface and Molecular Dynamics Simula-
tions. The chemical reaction catalyzed by LDH involves two elementary
processes: a hydride transfer from a carbon atom of dihydronicotina-

mide, Cnic, to the carbonyl carbon atom of pyruvate, Cpyr, and a proton
transfer, from the N atom of His195, Nhis, to the carbonyl oxygen atom
of pyruvate, Opyr. Both processes can be described on a single reduced
PES obtained as a function of two reaction coordinates. The reaction
coordinate R1 for the hydride transfer is defined in this work as the
difference in the distances of the bonds between the transferring hydride
and the donor and the acceptor atoms (see Scheme 1 and Figure 1):

For the proton transfer a reaction coordinateR2 is defined as the
difference in the distance of the bonds between the transferring proton
and the donor (Nhis) and the acceptor (Opyr) atoms:

The exploration of the PES was then carried out using theR1 andR2

coordinates defined before. CHARMM program was employed to carry
out this exploration by means of the use of the RESDISTANCE
keyword to define the reaction coordinates (Ri).

In order to represent as accurately as possible the energetics of the
reaction and taking into account the limitations of the AM1 method45

we decided to use a modified QM/MM energy function in our
simulations:

where the superscript 0 indicates the gas-phase energy. In this
expression we have included a correction term to the gas-phase quantum
energy as a function of theR1 and R2 coordinates. This correction,
calculated as the difference between MP2/6-31G(d,p) and AM1
calculations for a subset of the QM system on structures picked up
from the AM1/MM PES,45 is fitted through the use of a two-dimensional
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Figure 1. Transition state structure for the pyruvate to lactate transformation in the LDH active center with the cofactor (NADH): The QM region is
represented using balls and sticks. The position of the GHO atoms used to define the boundary with the MM region is also indicated as gray balls.

R1 ) rCnicH′ - rCpyrH′ (1)

R2 ) rNhisH′′ - rOpyrH′′ (2)

E ) EQM
0,AM1 + EQM/MM

AM1 + EMM + 2D_spline{EQM
0,MP2(R1,R2) -

EQM
0,AM1(R1,R2)} (3)
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cubic spline function,59 ensuring then the continuity of the energy and
the first and second derivatives.

During the simulations, those 14996 atoms>24 Å away from the
active site were kept frozen in order to reduce the computational cost,
while 7143 atoms were allowed to move. In all the cases, the total
energy of the system was minimized with the ABNR60 method until
the norm of the gradient was less than 0.001 kcal‚mol-1‚Å-1. The
GRACEFUL algorithm61 was used to optimize and characterize an
initial transition state structure using a Hessian matrix containing all
the coordinates of the QM subsystem,61 while the gradient norm of the
remaining movable atoms was maintained less than 0.01 kcal‚mol-1‚Å-1.

In order to obtain additional TS structures, we carried out stochastic
boundary molecular dynamics (SBMD) simulations in the transition
state region, harmonically restraining theR1 and R2 coordinates and
using Langevin dynamics with the atoms placed more than 24 Å away
from the active site kept fixed, and those placed between 20 and 24 Å
defined the buffer region. The simulation protocol is described in detail
elsewhere,45,62 and the time step was 1 fs. Some of the configurations
generated during the dynamics were used as the starting points for the
localization and characterization of new transition state structures. From
these structures located with the GRACEFUL algorithm, the intrinsic
reaction coordinates (IRCs)63 were traced by going down to the valleys
of the reactants and products in mass-weighted Cartesian coordinates.
With this purpose new structures were generated following the gradient
vector, except in the vicinity of the transition state structure where the
transition vector was used instead. To obtain the free energy profiles
associated with some of the reaction paths using a free energy
perturbation scheme (see section 3.3.), SBMD simulations were carried
out for selected structures appearing between the reactant and the
product structures, keeping fixed the coordinates of the QM subsystem.
In order to calculate the primary kinetic isotope effect (KIE) for the
substitution of the transferred hydride by a deuteride (NAD2H) we
introduced quantum effects on the calculation of the rate constants.
Thus, the quantum vibrational energy of the quantum part of the system
has been evaluated and added to each free energy profile.64

In addition, long simulations (500 ps) were carried out for some of
the reactant complexes without fixing any coordinate of the QM region
in order to characterize the averaged properties of these complexes. In
these later simulations, structures were saved every 500 steps for further
structural analysis. Unless otherwise noted, a temperature of 298 K
has been considered throughout this paper.

2.3. Calculation of the Semi-classical Transmission Coefficient.
The contribution of dynamical quantum effects on the rate constant
was introduced through the semi-classical transmission coefficient,κ,
which has been evaluated for each reaction path by the frozen bath
approximation. In this way we tried to account for quantum mechanical
tunneling and nonclassical reflections. Contributions of recrossing were
not considered here. Insofar as we followed the reaction paths using a
quite complete reaction coordinate (defined by all the atoms of the
QM system), the corresponding transmission factor should be maxi-
mized, and then it should be close to unity. The calculations described
in this section were carried out with the CHARMMRATE-2.0 module65

of CHARMM,50 which is based on an interface of CHARMM and
POLYRATE.66

TheN-atom system was divided intoN1 primary zone atoms andN2

secondary zone atoms, whereN2 ) N - N1, andN is the total number
of atoms. In the frozen bath approximation, only the dynamical effects
of theprimary zone atoms areexplicitly included in the calculation. In
the present work, we tested three model systems that included,
respectively,N1 ) 37, 52, and 78. For a given TS structure and a
specific isotope substitution, all three models yielded similar potential
energy barriers, imaginary vibrational frequencies, and semi-classical
transmission coefficients, and we decided to use the more efficient 37
atoms primary zone model for further calculations. For each transition
state structure, we froze the secondary zone atoms and calculated an
isoinertial IRC through the 3× 37 dimensional primary zone by treating
it as a cluster embedded in the potential field of the fixed secondary
zone atoms. In each case, the same initial transition state structure was
used for both hydride and deuteride shifts to trace two different IRCs,
one for each isotope substitution. From the individual IRCs, individual
semi-classical transmission coefficients could be calculated by employ-
ing methods fully described in previous works.23 Geometry optimiza-
tions of the primary zone reactant and product species were performed
using the BFGS method, whereas the saddle point geometry was
relocated using the Newton-Raphson method with Brent line mini-
mization67 with the gradient components converged to 5× 10-8 au.
The IRCs were traced using the Euler steepest descent method68 in
mass-scaled coordinates with a reduced mass of 1 amu and a step size
of 0.005 bohr. The individual semi-classical transmission coefficients
κ(T) were microcanonically optimized between the small-curvature
tunneling (SCT) and the large-curvature tunneling (LCT) values as has
been done in previous works.69-71

3. Results

3.1. Exploring the Transition State Region.Our compu-
tational study begins with the exploration of the transition state
region. For this purpose we selected as initial configuration of
the system a transition state structure located and characterized
after exploration of a reduced PES defined through the use of
the R1 and R2 coordinates.45 This transition state structure
corresponds to concerted hydride and proton transfers where
the former is considerably more advanced than the latter. In
this structure the pyruvate is fixed in the active site through
interactions of the carboxylate group with Arg171. The carbonyl
oxygen atom of pyruvate establishes hydrogen-bond interactions
with Arg109, although this role can also be played by Asn140.
Other key residues, the proton donor His195 and the NADH
cofactor, are also shown in Figure 1. In order to explore the TS
region we ran SBMD simulations of the system harmonically
restraining the values of theR1 andR2 coordinates. After heating
at 298 K we performed two different simulations at slightly
different temperatures (298 and 300 K) in order to enhance the
exploration over a wider range of configurations of the system.
These two simulations in fact explored regions of the configu-
rational space with important differences from the point of view
of catalysis. Figure 2 shows the evolution of the CA-CB-
CD-CG and CA-CB-CD-N dihedral angles of Arg109 and
Asn140 in both SBMD simulations. The different orientation
reached in the 300 K SBMD after some picoseconds corresponds

(59) Ruiz-Pernı´a, J. J.; Silla, E.; Tun˜ón, I.; Martı́, S.; Moliner, V.J. Phys. Chem.
B 2004, 108, 8427.
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2003, 107, 9567.
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to a different pattern of hydrogen bonds with the carbonyl
oxygen atom of pyruvate. In the 298 K SBMD Arg109
establishes a hydrogen bond with the carbonyl oxygen atom of
the substrate (Opyr), but in the 300 K SBMD this residue is
displaced by Asn140 after some picoseconds. This competition
between these two residues has already been reported in our
previous computational studies,43 and it was proposed as a
redundant stabilization mechanism that could explain the fact
that mutation of Arg109 does not completely destroy the
catalytic activity of the enzyme.36

Different snapshots of the two SBMD simulations were
selected as starting points to locate and characterize transition
state structures of the process. The transition state structure
search was carried out by means of a combination of graceful
and CHARMM programs, defining as active space the coordi-
nates of all the QM atoms, while the rest of coordinates of the
mobile atoms form the complementary space. The stationary
structures obtained in this way (with zero or nearly zero gradient
norms in both the active and complementary spaces) present
one and only one imaginary frequency in the active space. We
obtained up to 24 transition state structures that are gathered in
Table 1. These transition state structures are characterized by
the bond-breaking and bond-forming distances corresponding

to the proton and hydride transfer, the hydrogen-bond distances
to either Arg109 or Asn140, the total potential energy, the value
of the imaginary frequency, as well as by the potential energy
barrier. The structures located display an important dispersion
in these properties. In all cases the transition state structure
obtained corresponds to a concerted (but asynchronous) process
where the local curvature seems extremely sensitive to fluctua-
tions of the system: the imaginary frequency changes by a factor
of 10, from 115i to 1186i cm-1. The most probable value of
the imaginary frequencies appears to be about 300i cm-1, but
some values are found to be as high as 1200i cm-1. With respect
to the hydride transfer the bond-breaking distance (CnicH′) ranges
between 1.39 and 1.69 Å, whereas the bond-forming distance
(CpyrH′) is found in a narrower interval, between 1.24 and 1.36
Å. In the case of the proton transfer, the NhisH′′ distance varies
between 1.08 and 1.20 Å, and the pyruvate carbonyl oxygen-
proton (OpyrH′′) distance, between 1.35 and 1.66 Å. In terms
of the hydride-transfer and proton-transfer coordinates, the
dispersion of the transition state structures presented in Table
1 is graphically depicted in Figure 3 where the located structures
are represented as a function ofR1 andR2 transfer coordinates.
For all of these structures we traced the IRC going down to the
products and reactants valleys. It is evident that the coordinates
defining the position of the shifting hydride and the shifting
proton always have a very important participation in all the
reaction coordinates. However, we have seen in our calculations
that the particular composition of the reaction coordinate in
terms of those coordinates and the rest of mobile atoms along
the 24 distinct reaction paths we have built up depends on each
reaction path. The energy barriers obtained as the potential
energy difference between the transition state and the reactant
structures ranges between 17 and 83 kcal‚mol-1. Such a wide
distribution of energy barriers is not completely surprising. Very
similar results were obtained for the energy barrier of the hydride
transfer in dihydrofolate reductase (DHFR), an enzyme that also
has a flexible loop in the active site.19,21

3.2. Reactant Valleys Analysis.The basic idea exploited in
this paper is that reactant enzyme-substrate complexes display-
ing important differences can be obtained starting from different
transition state structures. Effectively, downhill IRCs started at
different starting points (the transition state structures) and
following different directions (the transition vectors) can lead
to quite different reactant valleys. This procedure may be
assimilated to a special kind of “chemical simulated annealing”
to find different system minima relevant for the chemical process
under study. To check this point we selected four reactant
structures obtained from the IRCs of the transition state
structures appearing in Table 1. In particular we selected the
four first transition structures appearing in Table 1 (hereafter
denoted as TS1, TS2, TS3, and TS4). We believe that with this
selection we cover a significant interval of possible reaction
barriers (from 17 to 36 kcal‚mol-1; transition state structures
involving higher energy barriers are irrelevant to the kinetics).
Anyway, it should be here pointed out that this procedure is
designed to locate different reactant valleys, but it is not
expected to provide an adequate sampling of the full configu-
rational space of the reactant state. Molecular dynamics simula-
tions can be easily carried out within each valley, and then these
can be adequately explored, but the relative weighting for each
valley remains undetermined (see below).

Figure 2. Time evolution of the CA-CB-CD-CG angle of Arg109 (top)
and CA-CB-CD-N angle of Asn140 (bottom) during SBMD simulations
in the transition state region at 298 K (black) and 300 K (red).
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Relatively long SBMD simulations (500 ps) were run for each
of those reactant valleys. The analysis of these trajectories
effectively showed significant differences during the simulated
time. Of course, one may wonder if longer simulation times
will show significant overlap of the four trajectories in the
configurational space. However, from a practical point of view,
and considering the typical simulation times used to obtain free
energy profiles, we can consider these complexes as different
valleys with each of them contributing in a distinct way to the
macroscopic reaction flux. Table 2 provides the averaged values
and fluctuations (measured as standard deviations of the
averaged property) of some geometrical parameters related to
pyruvate obtained during the dynamics of these four reactant
complexes.

With respect to the hydrogen-transfer parameters, the donor-
hydrogen distances (CnicH′ and NhisH′′) are nearly identical in

the four simulations. The fluctuations and the differences are
much larger for the acceptor-hydrogen distances, obviously
because of the significantly lower force constants associated
with these interactions. In particular, the reactant obtained from

Table 1. Selected Distancesa (in Å), Potential Energies (in kcal‚mol-1), Imaginary Frequencies (in cm-1), and Potential Energy Barriers (in
kcal‚mol-1) of the Located Transition State Structures for the Chemical Reaction Catalyzed by LDH

d(CnicH’) d(CpyrH’) d(NhisH’’) d(OpyrH’’) d(OpyrHHArg109) d(OpyrHDAsn140) energy freq ∆Eq

1.43 1.31 1.09 1.57 3.04 2.01 -17907 776i 17
1.39 1.36 1.10 1.59 2.20 1.88 -18213 1186i 23
1.58 1.24 1.20 1.35 4.49 1.88 -18382 630i 36
1.39 1.35 1.08 1.66 2.14 1.95 -18166 1095i 34
1.63 1.24 1.16 1.43 4.39 1.82 -18306 463i 32
1.69 1.23 1.15 1.43 4.03 1.88 -18330 356i 83
1.61 1.25 1.14 1.45 4.39 1.86 -18355 557i 37
1.58 1.25 1.17 1.41 4.60 1.88 -18384 352i 34
1.57 1.25 1.15 1.43 4.85 1.84 -18410 620i 22
1.57 1.24 1.18 1.38 3.85 1.89 -18419 222i 45
1.54 1.26 1.12 1.52 4.94 2.00 -18419 194i 23
1.52 1.27 1.11 1.55 4.99 1.85 -18419 257i 23
1.55 1.25 1.12 1.52 5.40 1.87 -18471 215i 40
1.53 1.26 1.12 1.53 4.81 1.85 -18446 285i 18
1.55 1.25 1.14 1.45 4.92 1.86 -18421 352i 22
1.57 1.25 1.15 1.43 5.14 1.85 -18426 502i 38
1.56 1.24 1.18 1.37 4.85 1.84 -18410 542i 22
1.54 1.25 1.18 1.37 4.75 1.84 -18429 285i 41
1.55 1.25 1.14 1.45 4.90 1.87 -18380 317i 38
1.53 1.26 1.13 1.48 5.19 1.85 -18426 477i 56
1.55 1.26 1.16 1.41 4.63 1.85 -18402 721i 21
1.40 1.34 1.08 1.65 2.10 1.97 -18183 1059i 19
1.41 1.32 1.08 1.62 2.29 1.94 -18188 850i 45
1.55 1.24 1.11 1.52 2.30 2.09 -18327 115i 62

a If the atom number is not provided, the distance refers to the closest atom among all of the same type.

Figure 3. Representation of the located transition state structures on the reduced PES (in kcal‚mol-1). The initial transition state structure is represented as
a black dot, those coming from the 298 K simulation as green dots, and blue dots represent those coming from the 300 K simulation. The isoenergetical lines
represent the PES from which we start to locate the initial transition state structure.

Table 2. Averaged Geometriesa of the Four Reactant Complexes
Analyzed

REAC1 REAC2 REAC3 REAC4

d(CnicH’) 1.13 (0.03) 1.13 (0.02) 1.13 (0.02) 1.13 (0.03)
d(CpyrH’) 4.3 (0.7) 3.3 (0.3) 3.5 (0.4) 3.2 (0.2)
d(NhisH’’) 1.00 (0.02) 1.01 (0.02) 1.01 (0.02) 1.01 (0.02)
d(OpyrH’’) 3.0 (0.2) 3.4 (0.4) 3.1 (0.2) 3.0 (0.2)
d(OpyrHnic) 3.9 (1.0) 2.5 (0.3) 3.2 (0.7) 2.7 (0.4)
d(OpyrHHArg109) 7.1 (0.4) 6.9 (0.6) 6.0 (0.6) 6.7 (0.6)
d(OpyrHDAsn140) 6.3 (1.4) 2.6 (0.3) 4.8 (0.7) 6.1 (0.9)
d(OpyrHHArg171) 5.4 (0.2) 5.5 (0.5) 4.0 (0.2) 5.2 (0.5)

a Distances, with their standard deviations in parenthesis, are given
in Å.
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TS1 (REAC1) displays a CpyrH′ distance larger than those in
the other reactant complexes. The standard deviation is also
significantly larger, reflecting the fact that wider fluctuations
are observed for REAC1. Part of this difference could be
attributed to a compression effect in the other reactants due to
two hydrophobic residues (Ile253 and Val33) placed at the other
side of the nicotinamide ring of NADH with respect to pyruvate.
In a recent study on the human heart isozyme, h-H4LDH, it
was suggested that a residue occupying a similar position
(Val31) could play an active role favoring the hydride trans-
fer.47,72 Analysis of the averaged minimum distance between
Cnic and carbon atoms of these two residues (Ile253 and Val33)
showed that REAC2 and REAC3 display the shorter distances
to Ile253 (3.7 and 3.8 Å, respectively), whereas REAC4 presents
the shortest distance to Val33 (4.9 Å). It then seems that in
REAC1 there is somewhat more room for the nicotinamide ring,
and this could contribute to the larger value observed in the
standard deviation of the CpyrH′ distance. More significant
differences that could also explain this characteristic found in
REAC1 simulation are found in the analysis of pyruvate-
enzyme interactions. In fact, REAC1 trajectory presents the
largest value for the averaged rms displacement of pyruvate
(1.04, 1.00, 0.84, and 0.83 Å for REAC1-REAC4, respec-
tively). In the four reactant trajectories analyzed here the
substrate is anchored by means of hydrogen-bond interactions
between the pyruvate carboxylate group and Arg171. This
interaction is well conserved during the four simulations. The
differences appear in the interactions of the carbonyl oxygen
(Opyr). The pattern of interactions established by this atom in
each of the simulations is quite different. In all cases there is a
strong hydrogen-bond interaction with the protonated His195,
the residue responsible for the proton transfer to the substrate.
The function and positioning of this residue is modulated by a
negatively charged Asp168 which, in turns, establishes strong
contacts with Arg171 and a protonated Glu199. The pKa of this
last residue is considerably shifted from its standard value in
aqueous solution due precisely to the proximity of Asp168, an
essential feature for the energetics of the reaction and that was
addressed in a previous study.46 Coming back to the description
of the pyruvate carbonyl oxygen interactions, it is interesting
to note that in none of the reactant simulations does Arg109
establish hydrogen-bond interactions with this atom. Considering
that this interaction appears in the transition state structures (at
least in TS2 and TS4, as discussed in the previous section) one
may conclude that the coordinates of this residue should be
included in the correct definition of the reaction coordinate, at
least for some of the possible reaction paths. The Opyr-Arg109
hydrogen bond observed in some of the transition state structures
must be established during the reaction progress. Considering
that the hydride transfer precedes the proton transfer in the
concerted asynchronous transfer, it could be argued that an
additional negative charge (or fraction of charge) on the pyruvate
could be the driving force needed to approach this residue.
Otherwise, Asn140, a residue candidate to explain the conserved
activity of Arg109 mutants,36 has hydrogen-bond interactions
with Opyr during REAC2 simulation. For this reactant valley,
this hydrogen bond is kept along the reaction path and then it
is also observed in the corresponding transition state structure.
Conversely, this hydrogen bond does not exist in any of the

other reactant complexes, although it does appear at the
corresponding transition state structures (see Table 1). As
discussed in the analysis of transition states trajectories, the
orientation of the side chain of these two residues is highly
correlated and they seem to alternate in the transition state
stabilization. In the case of REAC2 and REAC4 we also
observed a weak hydrogen bond between the carbonyl oxygen
of pyruvate and one of the hydrogen atoms of the amide group
of the nicotinamide ring (OpyrHnic, distance in Table 2). This
hydrogen bond may play a role not only polarizing the carbonyl
bond but also assisting the positioning of NADH. In particular,
REAC2 and REAC4 are the reactant complexes displaying
shorter average distances between the carbon atom of pyruvate
and the hydride (CpyrH′). Finally, it is interesting to comment
on a particular feature observed in REAC3 simulation. In this
case the substrate adopts a slightly different orientation in the
active site; the pyruvate molecule is slightly rotated around a
perpendicular axis to the molecular plane in such a way that a
NH2 moiety of Arg171 is placed in between a carboxylate
oxygen and the carbonyl oxygen. In this case we can then
occasionally observe a hydrogen-bond interaction between Opyr

and Arg171, as reflected in the reduced averaged distance
provided in Table 2.

In addition to the reported enzyme-substrate interactions,
we have found differences in the interactions with water
molecules. Using the CONTACT keyword of CHARMM50 we
computed the average number of water molecules hydrogen
bonded to the QM atoms of our system. This averaged number
was close to 8 for the simulations corresponding to REAC1,
REAC2, and REAC4, but it was 10.5 for REAC3. The standard
deviation in all cases was around unity. One of the additional
water molecules in REAC3 is hydrogen bonded to the Opyr atom
of the substrate. This interaction is found in 32% of the
configurations analyzed, and for this subset the OpyrHw averaged
distance was 2.1(0.2 Å. An interaction of this type between
the substrate and water molecules was found for only a 3% of
structures corresponding to the simulation of REAC1 and much
less frequently in REAC2 and REAC4 simulations. The other
additional water molecule found in REAC3 simulation is placed
in the solvation shell of the ribose ring of NADH.

We also found significant differences in the simulations of
the four reactant complexes when analyzing the conformations
presented by some residues, in particular, Arg109. As explained
before, this residue is part of the flexible loop closing the active
site. Figure 4 shows the time evolution of the CA-CB-CD-
CG dihedral angle of Arg109 during the 500 ps simulations of
the four reactant complexes. While in REAC2 and REAC4 this
dihedral angle fluctuates around 90°s, in the case of REAC1
and REAC3 it is close to 180°. This orientation of the Arg109
side chain is kept during all the simulation. Accordingly, this
residue is able to establish different interactions in each case.
Table 3 provides the averaged hydrogen-bond distances and
standard deviations between Arg109 and some residues and
water molecules. Both in REAC2 and REAC4 we have observed
a water molecule hydrogen bonded to Arg109 during the simu-
lation. This feature was not observed in REAC1 and REAC3
simulations, which can be related to the different disposition
of the side chains. In addition, Arg109 also forms hydrogen
bonds with the carboxylate group of Asp181 in REAC 1 and
REAC2, and with the carboxylate group of Gln103 in REAC2.(72) Basner, J. E.; Schwartz, S. D.J. Phys. Chem. B2004, 108, 444.
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In all the reactant complexes a hydrogen-bond interaction
between the side chains of Arg109 and Tyr239 is found.

The positioning of the flexible loop closing the active site at
the end of the SBMD simulations of the four reactant complexes
is represented in Figure 5. A different disposition of the loop
for each reactant complex can be observed as a consequence of
the different values adopted by the corresponding dihedral angles
of the backbone, as seen in Tables 4 and 5, especially in what

refers to the residues preceding Arg109. The differences in the
averaged dihedral angles are significantly larger than the
fluctuations observed for some of these residues. The Arg109-
Gln103 interaction, observed in the simulation corresponding
to the REAC2 complex, deserves some especial attention. The
existence of this interaction leads to a slightly different
disposition of the loop. In general, conformational changes in
this loop can have dramatic consequences on the reaction
energetics as will be seen below.

3.3. Free Energy Calculations.The fact that different
reactant valleys may contribute to the observed reaction flux
could be incorporated, in principle, by means of sufficiently

Figure 4. Time evolution of the CA-CB-CD-CG dihedral angle of Arg109 during the 500 ps simulations of the four reactant complexes

Table 3. Averaged Distances (in Å) between Arg109 and other
Residues and Water Molecules, and their Standard Deviations in
Parentheses

REAC1 REAC2 REAC3 REAC4

d(HH11Arg109-OD1Asp181) 5.2 (0.2) 3.5 (1.3) 7.1 (0.8) 8.2 (0.8)
d(HH12Arg109-OD1Asp181) 5.4 (0.3) 3.2 (1.6) 6.5 (1.5) 8.1 (1.1)
d(HH21Arg109-OD1Asp181) 2.6 (0.7) 5.5 (0.6) 4.2 (0.6) 6.0 (0.5)
d(HH22Arg109-OD1Asp181) 4.2 (0.6) 4.8 (1.0) 4.8 (1.3) 6.9 (0.6)
d(HEArg109-OE1Gln103) 5.1 (0.3) 3.7 (1.7) 5.4 (0.3) 6.2 (0.9)
d(HHArg109-OHTyr239) 3.2 (0.4) 3.3 (0.8) 2.8 (0.8) 3.0 (0.4)
d(HHArg109-Ow) 6.5 (0.5) 2.5 (0.7) 4.7 (0.5) 2.7 (0.5)

Figure 5. Overlapping of the flexible loop at the end of the four reactant
complexes simulations. The color code is the same as in Figure 4. The
position of Arg109 and Gln103 in REAC2 is also shown.

Table 4. Average Values of the Backbone Dihedral Angle
Ni-CAi-Ci-Ni+1 (deg) for Residues 99-110 Belonging to the
Active Site Loop, and Standard Deviations in Parenthes

residue REAC1 REAC2 REAC3 REAC4

99 139.7 (19.4) 159.1 (12.5) 159.2 (8.4) 156.8 (13.9)
100 160.3 (11.1) 121.5 (23.1) 147.8 (13.3) 151.5 (11.2)
101 160.8 (9.6) 161.9 (7.2) 170.8 (5.9) 170.1 (5.9)
102 165.3 (7.8) 142.7 (11.4) 163.8 (10.5) 161.6 (8.0)
103 150.1 (8.5) 136.1 (24.8) 126.3 (12.0) 149.2 (14.5)
104 163.8 (8.5) 160.0 (6.0) 167.0 (6.2) 162.2 (8.1)
105 151.5 (11.0) 79.7 (63.6) 124.1 (40.2) 151.4 (17.0)
106 128.4 (15.0) 156.6 (14.7) 168.2 (7.1) 147.5 (15.3)
107 75.5 (10.6) 67.7 (22.5) 112.5 (14.9) 35.2 (21.3)
108 70.9 (15.4) 109.3 (11.2) 21.4 (7.2) 108.9 (10.0)
109 22.8(8.1) 48.4 (6.6) 28.8 (6.8) 51.0 (6.7)
110 33.6 (8.7) 32.8 (7.7) 39.3 (6.7) 38.4 (8.6)

Table 5. Average Values of the Backbone Dihedral Angle
Ci+1-Ni-CAi-Ci (deg) for Residues 99-110 Belonging to the
Active Site Loop and Standard Deviations in Parentheses

residue REAC1 REAC2 REAC3 REAC4

99 123.3 (11.7) 88.2 (12.7) 107.5 (13.1) 124.0 (10.7)
100 148.1 (21.0) 166.8 (8.6) 121.6 (17.9) 143.9 (17.6)
101 97.9 (11.9) 86.9 (11.8) 92.4 (10.0) 106.0 (11.6)
102 116.8 (14.3) 80.5 (10.0) 88.2 (12.3) 93.3 (11.3)
103 90.4 (12.5) 95.9 (10.0) 88.4 (9.8) 81.8 (8.6)
104 80.7 (8.8) 103.0 (27.5) 92.5 (14.3) 104.1 (22.8)
105 68.0 (6.4) 71.3 (8.3) 68.5 (7.2) 65.4 (5.9)
106 116.7 (14.5) 105.1 (20.6) 112.8 (19.8) 119.4 (19.6)
107 133.6 (13.2) 93.4 (13.3) 81.2 (9.2) 107.8 (16.4)
108 135.0 (10.9) 108.8 (22.6) 140.7 (12.5) 71.2 (24.1)
109 96.3 (10.0) 146.6 (11.5) 60.1 (7.0) 143.0 (12.1)
110 64.0 (8.0) 69.6 (8.3) 69.5 (6.5) 70.2 (9.1)
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long sampling trajectories. Considering that the conversion rate
between two different reactant complexes can be even slower
than the reaction rate, this is not a practical way to explore the
different reaction channels except in very simple cases. Another
possibility is to identify some of the reactant valleys contributing
to the reaction and then to obtain the free energy profiles
corresponding to each case by means of much shorter simula-
tions. Finally, the resulting free energy barrier should be
conveniently combined, depending on the relative values among
the different reactant complexes interconversions and the
chemical reaction rates.

In order to obtain free energy profiles corresponding to the
pyruvate-to-lactate transformation for each of the reactant valleys
analyzed above we first tried to use the umbrella sampling
technique. This technique allows, in principle, for a correct
sampling of all the degrees of freedom of the system except,
obviously, the reaction coordinate. We tried to trace the free
energy profiles using umbrella sampling with different defini-
tions of the reaction coordinate of the type:

However, the results were quite discouraging. While we were
able to control the behavior of the hydride transfer (monitoring
the corresponding transfer coordinate, we observed a soft and
continuous variation as the reaction coordinate was changed),
the proton transfer invariably took place suddenly, being
transferred from His195 to pyruvate in a short time interval of
a single window. Attempts to control the variation of the proton-
transfer coordinate changing the values of theR1 weights
appearing in the definition of the global reaction coordinate (eq
4) always failed. The free energy profiles obtained in this way
displayed unexpectedly high reaction free energy barriers
(corresponding to exploration of high-energy regions of the PES)
and discontinuous variations along the reaction coordinate. We
then decided to employ a different strategy based on the use of
the free energy perturbation (FEP) technique. The configurations
for which the free energy difference is estimated correspond to
those structures obtained along the IRC calculation and are thus
characterized by a single coordinate:

wherex0i, y0i, z0i are the Cartesian coordinates of the QM atoms
in the transition state structure,whereasxi, yi, and zi are the
coordinates of a structure belonging to the IRC traced from this
transition state structure, andmi are the masses of the atoms.
Within this treatment the free energy relative to the reactant
can be expressed as a function of the s coordinate as:

where EQM
0 is the gas-phase energy of the QM subsystem,

including the MP2 two-dimensional correction depending on
theR1 andR2 coordinates,kB is the Boltzmann’s constant,T is

temperature, andâ ) 1/kBT. The QM/MM interaction contribu-
tion to the free energy difference between two different values
of s is obtained by averaging the QM/MM interaction energy
(including the polarization energy) overall the MM coordinates
of the system obtained for a particular value of thescoordinate.
Then we added a term to include the contribution of the vibration
of all the QM coordinates (excepts) to the free energy profile.
This contribution is estimated assuming a quantum harmonic
treatment for the vibrational modes of the QM subsystem in
the field created by the rest of the enzyme. Then, the quasi-
classical free energy profile can be obtained adding the
contribution of the QM vibrational degrees of freedom as:

where

The frequencies are obtained projecting out the contribution
of the reaction coordinate in the Hessian for all the structures
but the reactant. Thus, the vibrational term is obtained after
summation over the 3N - 6 highest-frequency vibrational modes
(N being the number of QM atoms) in the reactant structure
and 3N - 7 for the rest.73 The six lowest frequency vibrational
modes are assumed to correspond to the relative motion of the
MM system with respect to the QM system, which is already
included in the second term of the second member of eq 7. The
CVT activation free energy is then obtained as:

In practice, to obtain the free energy profile we run SBMD
simulations for the structures appearing along each reaction path.
Each simulation window consisted in 2 ps of equilibration and
10 ps of production. We used up to 50 windows for each
reaction path and employed the double-wide sampling technique.
The free energy profiles obtained in this way for the four
reaction paths analyzed here are presented in Figure 6, whereas
the activation free energies are given in Table 6. The CVT
activation free energies obtained in this quasi-classical ap-
proximation do not exactly correlate with the potential energies
obtained from the reaction path following. The free energy
ordering is FEP2> FEP4> FEP3> FEP1. The term related
to the vibrations of the QM subsystem does not introduce
additional changes in the relative ordering among the reaction
paths, but nonetheless, the quantitative importance is undeniable
since it can amount to more than 3 kcal‚mol-1.

(73) The vibrational contribution of the QM atoms to the free energy profile
was calculated for all the structures of each reaction path and afterwards
fitted to a polynomial as a function of thes coordinate. In this process we
took into account that the first steps in the IRC were traced following the
transition vector, and then the structures closer to the transition structure
were not really stationary points after projecting out the component of the
reaction path coordinate. See also ref 64.

RC ) R1rCnicH′ - R2rCpyrH′ + R3rNhisH′′ - R4rOpyrH′′ (4)

s ) [ ∑
i∈QM

mi((xi - x0i)
2 + (yi - y0i)

2 + (zi - z0i)
2)]1/2 (5)

∆GFEP(s
R f sj) ) ∆EQM

0,Rfj + ∆GQM/MM
Rfj ) (EQM

0 (sj) -

EQM
0 (sR)) - kBT ∑

i ) R

i)j-1

ln〈expâ(EQM/MM(si+1) -

EQM/MM(si))〉MM, i (6)

G(sj) - G(sR) ) ∆EQM
0,Rfj + ∆GQM/MM

Rfj + ∆G vib,QM
j (7)

∆Gvib,QM
j ) ∑

x ) 1

3N-7 [12 hν x
j + kBT ln(1 - exp(-

hν x
j

kBT))] -

∑
x ) 1

3N-6[12 hνx
R + kBT ln(1 - exp(-

hν x
R

kBT))] (8)

∆GCVT ) maxj(G(sj) - G(sR)) (9)
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The aforementioned free energy ordering can be clearly
correlated with the effect of Arg109 on the potential energy
barrier. To illustrate this point we have obtained the difference
between the gas-phase energy barrier of the QM subset of atoms
calculated with and without the presence of Arg109, at the AM1
level. Calculations were carried out on the optimized transition
state structures and the corresponding reactant structures located
following the IRC path. In all cases Arg109 plays a stabilizing
role in the TS structure relative to the reactants. However, there
are significant differences between the four reaction paths. While
the first attains the maximum stabilization energy (9.7 kcal‚mol-1),
in the second (the one corresponding to REAC2) Arg109 plays
a minor role (just 1.0 kcal‚mol-1). REAC3 and REAC4 display
intermediate values (6.7 and 8.2 kcal‚mol-1, respectively). It
can be seen that the maximum stabilization effect corresponds
to the minimum free energy barrier, while the minimum
Arg109 effect corresponds to the highest free energy barrier.
Thus, the positioning of Arg109 is a key element in determining
the reaction rate. As mentioned above, this residue belongs to
an enzymatic flexible loop and it seems that different disposi-
tions can be attained, determining the existence of different
reactant valleys from which different reaction paths can be
followed.

3.4. Semi-classical Transmission Coefficient.We finally
evaluated the contribution of tunneling to the free energy barrier
as

where R is the gas constant and the phenomenological free
energy of activation is obtained as:

The values of the semi-classical transmission coefficient and
its free energy equivalencies for each of the four reaction paths
are given in Table 6. In free energy terms tunneling contributes
about 0.8 kcal‚mol-1 to the free energy barrier reduction, and
there are no significant differences between the four reaction
paths analyzed. The maximum difference amounts to only 0.06
kcal‚mol-1.

3.5. Evaluation of the Reaction Rate Constants Corre-
sponding to the Different Reaction Valleys.The rate constants
are obtained through the well-known equation:

whereh is the Planck’s constant.
A simple arithmetic average of the four reaction path rate

constants presented in Table 6 gives 696 s-1, a value very close
to the experimental lower limit estimation. Although this average
could be considered as a rough indication of the order of
magnitude of the macroscopic reaction rate constant, it is not
the right way to proceed. As a matter of fact, each reactant valley
acts as an independent enzyme, leading to the formation of the
product through separated reaction paths, each one involving
its own individual reaction rate constant. These individual
enzymatic turnovers can presently be observed in real time by
means of single-molecule enzymatic studies.17,18,30,31Thus, the
macroscopic reaction rate of formation of the product is no
longer governed by a single reaction rate constant, but by a
distribution of individual reaction rate constants. The goal here
is how the overall reaction rate of the ensemble of reactant
valleys can be calculated. The individual reaction rate constants
should be weighted according to the relative population of each
reactant valley. If the interconversion rates among them are
much faster than the reaction rate, an equilibrium may be
assumed, and the individual rate constants must be weighted
using the free energy differences among the substates. Other-

Figure 6. Free energy profiles obtained for the four reaction paths studied.

Table 6. Contributions to the Activation Free Energy (in
kcal‚mol-1), Semi-classical Transmission Coefficients and Catalytic
Rate Constants (in s-1) Obtained for Each of the Four Reaction
Paths Analyzed.

FEP1 FEP2 FEP3 FEP4

∆GFEP 16.7 23.5 19.4 20.6
∆Gvib,QM -3.1 -2.5 -2.6 -3.2
∆GCVT 13.6 21.0 16.8 17.4
κ 4.12 4.05 3.88 3.76
∆Gtun -0.84 -0.83 -0.80 -0.78
∆Gact 12.8 20.2 16.0 16.6
kcat 2771 0.0095 10.1 4.02

∆Gtun ) -RT ln κ (10)

∆Gact ) ∆GCVT + ∆Gtun (11)

kcat ) κ
kBT

h
exp(- ∆GCVT

RT ) )
kBT

h
exp(-

∆Gact

RT ) (12)
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wise, a kinetic control governs the population of each reactant
valley, and the probability for the enzyme to be in one of the
possible reactant valleys should be calculated after following a
lot of dynamical trajectories of the substrate along the entrance
channel leading to the active site.

Evaluation of the relative free energy differences among the
four reactant valleys studied here is a difficult task because of
the nonlocal differences appearing among them. We have not
been able to find a single geometrical parameter (or combination
of some of them) to follow the transformations among these
reactant complexes, and the direct evaluation of the free energy
differences is, for the moment, out of our possibilities. To
indicate their relative stabilities we have computed the averaged
potential energies as well as the interaction energies of the
enzyme with NADH plus pyruvate, that is the interaction energy
of the enzyme with the cofactor and the substrate. For this
purpose we selected 5000 equally distributed snapshots from
the 500 ps SBMD simulations of the reactant complexes. For
these structures we redefined NADH and pyruvate as the QM
subsystem, and then we computed the potential energy of the
full QM/MM system and the energy of noninteracting QM and
MM subsystems. The interaction energy was then calculated
as the difference between these two quantities. Averaged values
and the standard deviations are given in Table 7. It is a well-
known fact that computation of internal energies and entropies
is accompanied by much larger uncertainties than free energies,
as reflected by the standard deviations given in Table 7.

As a further evidence of the different characteristics of the
reactant complexes analyzed we have obtained quite large
differences in the averaged interaction energies between the
enzyme and the cofactor plus the substrate. These differences
span some 200 kcal‚mol-1 and are partly compensated by the
protein energy, as reflected in the much smaller differences in
the total potential energy (up to 80 kcal‚mol-1). Thus, it seems
that in order to gain interaction energy with the cofactor and
the substrate the enzyme must be deformed to increase the
enzymatic energy term.

According to these results, the most reactive reactant complex
(REAC1) is also the less stable (in potential energy terms). It
is tempting to conclude that LDH does not work under the
equilibrium regime. Obviously, relative free energies (and also
interconversion activation free energies) would be needed in
order to conclude this question definitively, but in addition to
the potential energy analysis, there are other facts supporting
this idea. We have shown that the differences among the four
reactant complexes can be related to the disposition of the
flexible loop closing the active site. The way in which this loop
is folded may determine the interactions established between
the substrate and some key residues (such as Arg109 or Asn140)
or the number of water molecules found in the active site. Thus,
we can imagine a picture of LDH catalysis where the closure
of the flexible loop over the active site can lead to different
reactant valleys, each of them presenting different inherent

reactivities. In any case, there has probably not been any
evolutive pressure to reduce the rate constant of the chemical
step (or the macroscopic average) under the value of the rate-
limiting step (the loop closure over the active site). The stability
of these complexes can also be very different, depending on
the way in which the loop has been folded. In any case
interconversion among them could not be an easy task. One
way to go from one reactant valley to another is obviously
through the unfolding and refolding of this loop; however, we
must take into account that this movement is, in fact, the rate-
determining step in the catalytic process, and then the process
would be slower than the chemical step.

3.6. Kinetic Isotope Effects.We have calculated the kinetic
isotope effects as the ratio between the rate constants obtained
using NAD2H and NAD1H:

To obtain the rate constant corresponding to NAD2H we just
needed to recalculate the contribution of the QM subsystem
vibrations to the free energy profile and the semi-classical
transmission coefficient. The classical free energy profile is
independent of the nuclear masses, and so it takes the same
value when using either NAD1H or NAD2H. The calculations
were carried out for the four reaction paths, and the results are
summarized in Table 8.

In all the cases, substitution of NAD1H by NAD2H provokes
an increase of the CVT activation free energy and a reduction
of the semi-classical transmission coefficient. The final result
is a reduction of the catalytic rate constant. The resulting kinetic
isotope effects range between 3.47 and 5.05, in good agreement
with the experimental estimations for this enzyme,38 LDH
mutants, and other enzymes of the dehydrogenase family.32,36

4. Conclusions

LDH catalyzes the reversible transformation of pyruvate into
lactate. The chemical step consists in a hydride and a proton
transfer from the cofactor (NADH) and a protonated histidine
(His195), respectively. Our results indicate that the two transfers
take place in a single concerted process although the degree of
asynchronicity may depend on the particular reaction path
followed. We have been able to locate different transition state
structures which have been connected by following the corre-
sponding reaction paths to their respective reactant Michaelis
complexes. Four of these reactant valleys have been explored
in detail by means of relatively long stochastic boundary
molecular dynamics simulations. We have found some differ-
ences among these complexes related to the positioning of the

Table 7. Averaged Potential Energies and Interaction Energies
between the Enzyme and NADH Plus Pyruvate, and their
Respective Standard Deviation in Parentheses (in kcal‚mol-1) for
the Four Reactant Complexes Analyzed

REAC1 REAC2 REAC3 REAC4

E -12181 (34) -12241 (13) -12265 (37) -12261 (44)
EQM/MM -211 (51) -329 (52) -411 (44) -322 (48)

Table 8. Contributions to the Activation Free Energy (in
kcal‚mol-1), Semi-classical Transmission Coefficients, Catalytic
Rate Constants (in s-1), and KIEs Obtained for Each of the Four
Reaction Paths Analyzed in the NAD2H Case

FEP1 FEP2 FEP3 FEP4

∆GFEP 16.7 23.5 19.4 20.6
∆Gvib,QM

D -2.5 -1.7 -1.8 -2.6
∆GCVT,D 14.2 21.8 17.6 18.0
κD 2.71 2.96 2.76 2.88
kcat

D 662 0.0019 2.04 1.16
KIE 4.19 5.05 4.98 3.47

KIE )
kcat

H

kcat
D

(13)
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flexible loop closing the active site. This is translated to a
different enzyme-substrate pattern of interactions, a different
number of water molecules in the active site and other
differences related to the key residue, Arg109.

Our finding of several different, well-characterized reactant
valleys, each one acting as an independent enzyme, with its
own individual reaction rate constant, agrees with the dynamical
disorder of the enzymes exhibiting fluctuations of catalytic rate
constants, as shown by single-molecule enzymatic studies. To
reach and explore those reactant valleys we have developed a
new strategy which is based on the following points:

(1) Even a long molecular dynamics simulation inside a given
reactant valley only generates a set of configurations which
belong to a unique ensemble that evolves to the products through
the same reaction channel, with the same individual reaction
rate constant. Different reactant valleys have to be sampled to
account for the contribution of different reaction channels.
However, in practice, a finite sampling is presently unable to
cover several well-defined reactant valleys with a reasonable
computational effort. In this paper we have accessed to a number
of reactant valleys by performing molecular dynamics simula-
tions in the high-energy region of the transition states, where
the jump between them is easier. From there, the low-energy
regions of the reactant valleys are straightforwardly reached by
going down, following the gradient. Although this strategy does
not provide an adequate sampling of the full configurational
space of the reactant state, it at least allows us to locate and
characterize different reactant valleys.

(2) Long molecular dynamics simulations in each reactant
valley have been done in order to characterize each of them
and to ensure that, within the time scale of the simulation, no
overlap between the identified reactant valleys occurs. This way,
we can consider that each reactant valley acts as an independent
enzyme.

(3) Because the concerted hydride and proton transfer
involves a complicated geometrical coordinate, we have em-
ployed a free energy perturbation technique adapted to follow
intrinsic reaction coordinates in order to get significant free
energy profiles for each reactant valley. From them, the
corresponding individual reaction rate constants have been

calculated. Vibrations of the quantum subsystem are incorpo-
rated through a harmonic normal mode approximation, whereas
tunneling contributions are included using an adaptation of the
EA-VTST/MT23,24,48method.

The four reaction valleys analyzed display significant dif-
ferences in the calculated rate constants, thus reproducing the
experimental dispersion of reaction rate constants in single-
molecule enzyme studies. A simple arithmetic average of the
four individual reaction rate constants gives 696 s-1, a value
very close to the experimental macroscopic lower-limit estima-
tion. However, averaging among different reactant complexes
to obtain the macroscopic rate constant is a question without
an obvious answer. To obtain a definitive answer one would
need to trace the free energy profiles connecting them. Our
estimation through the potential energies displays significant
differences but cannot be taken as conclusive. Anyway, taking
into account that the movement of the loop is in fact the rate-
limiting step in the global reaction, we can imagine a scenario
where the reactant complexes interconversion is slower that the
chemical reaction, and then global equilibrium cannot be
assumed. We have also calculated kinetic isotope effects for
each of the four reaction valleys. Our calculated values range
between 3.47 and 5.05 in good agreement with experimental
determinations of enzyme reactions where hydrogen transfer is
rate limiting.
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